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Size Independent Bangla Character 
Recognition System by Multilayer Feedforward 

Neural Network 
Nazmun Nessa Moon and Kamal Uddin Sarker 

Abstract—The Bangla ‘Banjonborno’ and ‘Sorborno’ characters have been chosen to test the recognition System. Two stages are 
required to implement this recognition process. They are learning stage and testing stage. In learning stage, the character to be 
recognized is scanned through a scanner and thus the character becomes a bitmap image.  Then the boundary region of the saved 
image I is extracted. The feature of the scaled image is extracted and converted into an m x n matrix, which is reduced to very small 
matrix such as 16 X 16 using by matlab imresize scaling function. The feature matrix is then fed to the multilayer feedforward Neural 
Network. The Supervised learning system is considered for driving the feedforward algorithm. In testing stage, the selected features 
have been contained enough information within it to identify each character class uniquely. At last each unknown characters are tested 
through the experimental extracted features of character. 

Index Terms— Adaptation method, Classifier, Feature Extraction, Generalized delta rule, Multilayer feedforward neural network. 

——————————      —————————— 

1 INTRODUCTION

OR a long time, the dream of computer scientist is to 
develop the computer as an intelligent machine as hu-

man. The human brain is so powerful that it can perform a 
wide variety of solving many problems from thinking, talk-
ing, remembering, feeling, and learning. This powerful de-
vice of the human has amazed and inspired many scientists 
to attempt modeling its operations. In this fifth generation 
computer, the computer scientists have come up to create 
intelligence in today’s machines. A lot of different theories 
and paradigm have already been developed for this pur-
pose. One of the most intelligence creating approaches is 
the character recognition. In the character recognition sys-
tem, the computer is able to classify the characters as hu-
man can identify them. There are many researches and acts 
are performed for Indian, Chinese, Japanese and other lan-
guages. As a result, Hindi character, Konkani digits and 
other Japanese Kanji scripts and Portuguese characters are 
recognized as well as the post code detection system in this 
language exist as the computing accuracy increase in the 
computer [1][2]. To create prototype of a human brain with 
the human like intelligence, the scientists and technologists 
uses Artificial Intelligence in the machines. 

2 PARADIGM OF THE PROPOSED WORK 
In the Character Recognition System, multiple preprocess-
ing and processing stages have been employed. The com-
plete system can be described in two stages. One is learning 
stage and another is testing stage as shown in figure 1. After 

scanning the characters, the scanned information is 
processed through a set of learning phases. The pre-
processing includes many features such as thinning, 
smoothing, and so on. The next phase is the feature extrac-
tion, and the feature is represented as 16 X 16 matrices, 
which are fed into neural network for training. The output 
of the training is saved as knowledge. Figure 1(a) presents 
the schematic of the training stage. 
      

 
 
 
 
 
 
 
 
 

(a)  Learning Stage 
 
 
 
 
 
 
 
 

 
(b) Testing Stage 

Fig. 1: Paradigm of the Character Recognition System. 
 
During the testing stage, each of the character matrices is 
extracted in the same way as done in the learning stage. 
Then the pre-processing and processing steps take place. 
After the structural feature is extracted from the test data, it 
is then classified using the knowledge, which was saved 
during the testing stage as shown in figure 1(b).  
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3 METHODOLOGICAL STEPS OF CHARACTER 
RECOGNITION SYSTEM 

The design concepts for automatic character recognition are 
motivated by the ways in which character classes catego-
rized and defined. In designing the character recognition 
system, the following methodological steps are followed:  
1. Data Acquisition; 2. Preprocessing; 3. Feature Extraction; 
4. Learning; 5. Knowledge; 6. Classifier; 7. Classified charac-
ter.  
     The block diagram of the above phases is shown in fig-
ure 2.  
 
 
 
 
 
 
 
 
 

 

 

Fig. 2: Block diagram of character recognition system 

     In this recognition approach, the character to be recog-
nized is scanned through a scanner and thus the character 
becomes as bitmap image. The image file is preprocessed 
and fed to the character classifier and then it may be classi-
fied by using the concept of Artificial Neural Network clas-
sifier.  
 
3.1 Data Acquisition Process 
The input data of this recognition system is printed Bangla 
characters to be recognized such as K, L, A. Data is acquired 
from the character by scanning it through the scanner as an 
input device. The scanned image is passed to the next stage 
of Character Recognition System. After scanning the text, 
the image can be stored as a bmp, jpg and other files with 
such extensions [1].  Scanning is done in monochrome 
mode. For example, the bitmap for the printed character K, 
R are shown in figure 3. Bangla letters are formed in two-
dimensional space based on mostly horizontal, vertical and 
are stroke [3].  
 
 
 
 

 
 

 
Fig. 3:   Bitmap image of bangle character. 

3.2 Preprocessing 
Preprocessing is required for the purpose to make the raw 
data into usable format. By which we can achieve mire flex-

ible input data, which is needed for to make more accurate 
result. Preprocessing involves the following sub-categories: 

 
3.2.1 Gray Scale, Brightness Adjustment and 

Resolution Setup 
After the collection of the raw data, MS-windows Photo 
Editor Primary filtering is used by adjusting the gray scale 
and brightness. Resolution was also adjusted along with 
filtering.  
 
3.2.2 Filtering 
The main objective of filtering is to remove the noise from 
the actual data. The general filtering technique is consisting 
of following sequences: 
 To identify the actual data in the image. This will give 

the identification of noise automatically. 
 To eliminate the noise. There are various processes of 

identification of actual data. In character recognition 
systems, continuity checking of all the parts of actual 
data may be a process.     

 
                                                   
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4:   A portion of bangla character, (a) Actual image with noise, (b) 
Corresponding matrix representation, (c) Image after filtering, (d) Cor-

responding matrix representation. 

3.2.3 Scaling 
The characters are always of different sizes. However, for 
the recognition purposes they are transformed to fixed size 
by Matlab imresize function. The scaling process transforms 
the character to a standard size such that it can be 
represented by 16×16 matrix.  
 
3.3 Feature Extraction 
Feature extraction is a subject of effective character recogni-
tion and it helps to make easy the classification task. Two 
approaches, namely statistical and structural approaches 
are applied in feature extraction. The structural approach is 
used to extract the feature of character recognition through 
the following steps: 
 
3.3.1 Boundary Extraction of a Character 
In this paper, using a Matlab imread function as shown in 
figure 5 has done feature extraction part. There are different 
sizes of characters may be available, but it has converted 
into in fixed size and performed following steps:  
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 First load bitmap image has been created its maximum 
size of matrix. 

 Second it has been created comparatively very small 
than the first one and reduced size such as 16 x16 ma-
trix. 

 
 
 
 
 
 

Fig.5. Start and end position of character K. 
 
As a result, any sized character is scaled (converted) to a 
fixed size. The dark pixel in the bitmap image has been de-
fined as 1 and the white pixel as 0. It is done another 
process simply by matrix function imresize. 

 
 
 
 
 

 
 
 
 

Fig.6. Conversion of R1XR2 matrix      Fig.7. Matrix with reduced image 

3.4 Learning and Adaptation Methods 
The input from the feature extraction of a scanned character 
that is a 16X16 matrix the learning element receives and 
processes this input, according to various strategies. This 
information goes into a knowledge base, which already con-
tains some knowledge derived from previous learning situ-
ations. The connection weights of the network need not be 
constrained to be fixed; they can be adapted in real time to 
improve performance. [4]. The performance element uses 
this updated knowledge base to performance some task or 
solve some problem and to produce corresponding output. 
In order to evaluate how well the system has learnt, the 
same input is presented to an idealized system that should 
produce what is seemed to be the correct output. Both out-
put are then fed into a feedback element to identify any dif-
ferences and determine what additional input the learning 
element needs in order to produce correct output. 
     In this work, this computational method is done by 
backpropagation algorithm. [5]. 

 
 
 
 
 

 
 
 
 
 

Fig. 8. Simple Learning System Model 

 
3.5 Knowledge 
In the character recognition system, the computer gains 
knowledge from learning the threshold vector of neurons is 
guessed as knowledge. First, this threshold vectors are in-
itiated by random numbers and these are used in learning 
system .The threshold vectors are updated as the differenc-
es between the target and the actual outputs, are mini-
mized. Eventually, when the target and actual outputs are 
come closer, the thresholds are saved for future use. This 
knowledge (thresholds) is used to classify the characters 
during the recognition process. This knowledge should be 
more accurate to recognize all the characters. If the know-
ledge is less accurate the recognition system should be 
failed to recognize the specified character or may be wrong-
ly recognized. 
      
       In this paper, the differences between the target and 
actual outputs are referred as errors. When the error is less 
than or equal to 0.008, the thresholds are saved as know-
ledge. And this saved knowledge is used in recognition 
system. The target and actual output of each character is 
shown in appendix. 
 
3.6 Classifier 
The classifier is the tool to classify or recognition of charac-
ter. In this research work, Artificial Neural Network is used 
as a classifier. 
 
3.7 Classified Character 
This step is the result of the Character Recognition System. 
To recognize a character, the character must be processed 
into the previous steps.  
      
       In the learning stage, each character corresponding to 
its outputs (Appendix) are learned If the Artificial Neural 
Network can successfully classify the character, then it is 
recognized, otherwise, unrecognized. The character (that is 
to be recognized) matrix is guessed as input in the recogni-
tion stage from a specified file. The weighted and threshold 
matrices also from file are used to process the character. 
This program searches the knowledge so that it can identify 
the character. If the output of the processed character is 
about equal to the target output with a certain acceptable 
tolerance ( For example, the target output For the character 
“ A “and " K " is 000000 and 001011 respectively, where the 
calculated output is 0.000944, 0.000953, 0.007741, 0.008750, 
0.012921 and 0.993436 for " A “, and 0.001288, 0.001302 
,0.003516, 0.005586, 0.997113 and 0.995421 for " K "). Then 
the program shows the result that it can recognize the cha-
racters. If the calculated output is far differed from the tar-
get output out of certain tolerance then the program shows 
that it cannot recognize the character.  

 
 
 
 
 



SIZE INDEPENDENT BANGLA CHARACTER OF RECOGNITION SYSTEM BY MULTILAYER FEEDFORWARD NEURAL NETWORK 

24  

The algorithm of the recognition system is shown in Al-
gorithm 1. 
 
 

 
 
 
 
 
 
 
 
 
 

Algorithm 1: The Character Recognition Technique 

4 LEARNING BY BACKPROPAGATION 
The learning rule for multi-layer feedforward network is 
called the "generalized delta rule", or the “Backpropagation 
rule", and was suggested in 1986 by Rumelhart, McClelland 
and Williams. It was a Multi-layer feedforward network 
with different transfer function in the artificial neuron and 
more powerful supervised learning rule.  

 
In order to learn successfully we make the output of the 

net approach the desired output, that is, we want to conti-
nually reduce the value of this error function. This is 
achieved by adjusting the weights on the links between the 
units, and the generalized delta rule does this by calculating 
the value of the error function for the particular input and 
then backpropagation (hence the named) the error from one 
layer of the previous one. Each unit in the net has its 
weights adjusted so that it reduces the value of the error 
function ; for units actually on the Output, their Output and 
the desired output is known, so adjusting the weights is 
relatively simple, but for units in the middle layer, the ad-
justment is not so obvious.[6][7]. 

5 GENERALIZED DELTA RULE 
The Generalized Delta Rule (GDR) is a product learning 
rule for feedforward multiple-layer structured neural net-
work that uses gradient to achieve training or learning by 
error correction. Network weights are adjusted to minimize 
all error based on a measured of difference between desired 
and actual feedforward network output. Desired input- 
output behavior is given by file training set. [5]. 

6 TRAINING OF ERROR BACKPROPAGATION(BP) 
For the purpose of character recognition, input characters are 
fed by backpropagation(BP) method. Error BP learning rule 
has been used to train these networks. In this work, the input 
characters are Bengali consonant and vowel character set those 
are represented by the input matrix X[a][i] Where a=0,1,2,3,-----
--,50  that represents the Bengali consonant character set 
(K,L,M,N, ..........) and vowel character set (A,Av,B.......J ) and i = 
0,1,2,3, -----------,255 that represents the input pattern element ( 

16 X 16 matrix), formed the 50X 256 input pattern matrix. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 9. The Practical Network of this system. 
 
Here a = 0 represents ”A”, a = 1 represents " Av”, ----------- 
a=38 represents ” k ” a = 39 represents “l” , a = 40 
represents ”m”.  On the other hand i = 0 represents the first 
input pattern element, i = 1 represents the second input pat-
tern element and so on. For example, X[2][9] represents the 
10-th input pattern element. The T[a][i] represents the target 
matrix. Where a=0,1,2,3 ,------------------,50 that also 
represents Bengali consonant and vowel character and 
i=0,1,2,3,…..5 represents the target matrix element, i= 0 
represents the LSB and  i=5 represents the MSB. 

 
The input layer consisted of 256 processing elements ( 

PEs ). The output layer of the network consisted of 6 PEs, 
representing the arbitrary target for the characters ranged 
from 000000 to 110001 respectively. The hidden layer con-
sisted of variable PEs ( 8 to 10) . Here in this thesis work, we 
have used 8 PEs for hidden layer. The weight between in-
put and hidden layers has been denoted by Wij (from the 
ith input PE to jth hidden PE) and hidden to output weight 
was denoted by Wjk (from jth hidden PE to kth output PE). 
The topology of this network is shown in Figure 9. The first 
step of the backpropagation is to initialize the weight vec-
tors Wij, Wjk and threshold values for each PE with random 
numbers. The network was provided with the input charac-
ters and also the desired respective target output. The input 
characters – are connected to hidden units (PEs) through the 
weights Wij.   

 

7 RESULT AND DISCUSSION 
Experiment has been done to observe two things: the beha-
vior of the neural network and the Character Recognition 
accuracy rate. The behavior of the network has been ob-
served with respect to different parameters (hidden unit, 
learning rate, and spread factor) used in the proposed neur-
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al network model. 
 

A.  Network Behavior Study 
Before implementing the designed network in Character 
Recognition System, it has been tested using some sample 
data. For this purpose, a simple train set has been produced 
which represent digit 0 to 9 for a seven segment with the 
output patterns to classify these digits and has been given 
in Table-1. The network has been learnt with this pattern 
where the test pattern set is same as the train set. It has been 
seen that the network learns all the patterns in a few cycles 
and successfully classify them. 

 
TABLE 1 

               A SIMPLE TEST PATTERN AND THEIR RESPECTIVE OUTPUT 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
B. Character Recognition Accuracy Rate 
The error limit has been specified for training of the net-
work is less than or equal to 0.008. The number of iterations 
for learning the specified error limit has gotten equal to 
30.05000. The learning rate of the network was set to η1 = η2 
= 0.9 and the spread factor was set to k1 = k2 = 0.5. The per-
formance of the network has been presented in Table-2 for 
the character font SutonnyMJ. For this case the tolerance 
level is fixed at 0.05. The Character Recognition accuracy 
based on these features is presented in Table-3. 
     The percentage of success rate failure has been calculated 
using the following equations. 
 
 
 
 

 
 
 
And 
 
 
 
 
 

 
 
 

TABLE 2 
PERFORMANCE OF THE ANN FOR BANGLA CHARACTER 

Example 1: 
 
 
 
 
 
 
 
 
 
Example 2: 
 
 
 
So, we have done total efficiency: 
 

TABLE 3 
 
 
 

CHARACTER RECOGNITION ACCURACY RATE 
 
 
 
 
 
Discussion 
In this paper, any size of character can be recognized. At 
first learning phase is used the character of SutonnyMJ 
Font. Then it appears in different font Candrabotip, 
MhouaCMJ, ShulikhaTE, AdarshalipiCON. For the Differ-
ent font learnt by the backpropagation theory and weight 
adopt only for a single character. So we emphasis five type 
of character can be learnt by this research. Then perform 
recognition stage. In the recognition stage the success is 
above 74%. The behavior of the neural network and the 
Character Recognition accuracy rate has been observed. The 
proposed network depends on the number of hidden layer 
nodes. If the number of hidden layer nodes increase the 
number of iterations for a specified error limit would be 
decreased. Since the computational load of the network in-
creases with the increasing of the hidden layer nodes, there-
fore the network takes more time to reach a certain error 
limit.  The effect of learning rate on learning time is very 
much dependent on input patterns.  

8 CONCLUSION  
The goal of this paper is to simulate ANN model for Bangla 
Character Recognition System for any character and also 
emphasize any type of font can be recognition at a time. In 
the presented system, a single hidden layered ANN has 
been used as classifier. However it has realized that such 
ANN is not able to perform to hundred percent successes. If 
a multiple hidden layered ANN has been used, a more suc-
cess rate would be expected. To compare the recognition 

Total number of character  
Failure 

Number of failure 
= í 100% 

= 
Total Success  

Total   Sample 
í 100% Success 

rate/Efficiency 
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rate, the network might be trained and tested by using 
another network such as Hopfield, Adaptive Resonance 
Theory and so on. Since the generalization capacity of the 
network increases with the training examples, the designed 
work can be trained with more patterns of the character. So 
to improve the performance of the system, the segmentation 
process can be improved to deal with composite characters. 
[8]. 

APPENDIX 
For learning of the neural network, the sample input cha-
racters and corresponding the target outputs are as follows: 
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